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Abstract Active site modeling in molecular dynamics
simulations is investigated for the reduced state of copper
azurin. Five simulation runs (5 ns each) were performed
at room temperature to study the consequences of a mixed
electrostatic/constrained modeling for the coordination
between the metal and the polypeptide chain, using for the
ligand residues a set of charges that is modified with
respect to the apo form of the protein by the presence of
the copper ion.

The results show that the different charge values do not
lead to relevant effects on the geometry of the active site
of the protein, as long as bond distance constraints are
used for all the five ligand atoms. The distance constraint
on the O atom of Gly45 can be removed without altering
the active site geometry. The coordination between Cu
and the other axial ligand Met121 is outlined as being
flexible. Differences are found between the bonds of the
copper ion with the two apparently equivalent Nd1 atoms
of His46 and His117.

The overall findings are discussed in connection with
the issue of determining a model for the active site of
azurin suitable to be used in molecular dynamics simu-
lations under unfolding conditions.

Keywords Azurin · Active site · Molecular dynamics
simulation

Introduction

Azurin is a blue copper protein belonging to the
cupredoxins family, acting as an electron transfer shuttle
in the redox system of Pseudomonas aeruginosa and
other bacteria. A copper (Cu) ion is sandwiched between
two b-sheets (Fig. 1), about 0.7 nm below the protein
surface, coordinated in a trigonal bipyramidal geometry
to five atoms, three equatorial (Nd1

His46, SCys112 and
Nd1

His117) and two axial (OGly45 and SMet121). Modeling the
active site is an important issue in molecular dynamics
simulations (MDS) of metal proteins. Different parame-
terizations of a Cu ion bound to a protein have been
proposed during the last decade, [1, 2, 3, 4, 5, 6, 7, 8, 9]
most of them obtained by less appropriate methods.
Therefore, a simple model based on experimental evi-
dences [10] describes each Cu–ligand interaction by
covalent bonds in room temperature MDS of cupredoxins.

The presence of the Cu ion in the active site is
expected to alter the charge distribution on all of the
atoms in the ligand residues with respect to the apo form
of azurin, hence modifying the electrostatic interactions
within this region. An experimental determination of the
charge value of every single atom of the ligand residues is
not possible, as atomic charges are not observables of the
wavefunction. However, the consequences of the alter-
ation of the charges are generally assumed to be
negligible in nanoseconds MDS of native azurin [11,
12] because of the use of distance constraints on the Cu–
ligand bonds. This assumption justifies the use of a set of
charges that are unmodified by the presence of the Cu ion:
charge values are uniquely determined by the simulated
pH, in the active site as well as in all of the other regions
of the protein.

However, the above-mentioned assumption needs to be
tested. In fact, even if every Cu–ligand bond distance is
constrained, no bond angle involving the Cu ion is usually
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defined in MDS of azurin. [12, 13] In principle, this
means that an alteration of the electrostatic field in the
active site could lead to alterations in its geometry.
Furthermore, the modification of the charge distribution
around the Cu atom could influence the behavior of other
protein regions, eventually reflecting in some feedback
effects also on the active site itself.

In addition, the use of constraints on all of the five Cu–
ligand distances may not be appropriate for simulations
under unfolding conditions, for instance at high temper-
ature. In fact, recent studies suggest that, in the unfolded
state of azurin, the metal ion is coordinated by a lower
number of ligands, [14] possibly only three. [15] In this
respect, it is worth exploring different possibilities of
modeling the active site of azurin. In particular, it is
interesting to test whether the electrostatic interactions
between the Cu ion and the ligands, which are de facto
neglected in the presence of constraints, could be
sufficient to maintain the native coordination of the metal
at room temperature and also useful to describe the
experimental findings at higher temperature or under
other extreme conditions. This would allow us to remove
some of the constraints between the Cu and its ligand
atoms, therefore constituting a better reference model for
unfolding simulations of azurin.

These aspects are explored in this work, where the
consequences of adopting an ionic modeling for the
reduced state of the active site of azurin in MDS are
investigated. The starting point is the result recently
obtained by Density Functional Theory, [16] showing that
a set of charges that takes into account the presence of the
Cu ion in the active site (named DFT hereafter), different
from the one currently used (named GROMOS) that is
independent upon the presence of the metal, is able to
reproduce more accurately the ionization potential of
azurin. DFT charges results from high-level Density
Functional Theory calculations [16] performed with the
ADF program [17] using the Becke–Perdew XC-potential
in a large basis set, and will be presented elsewhere in
more detail. [18] In this paper, we discuss first of all the
consequences of adopting in MDS either the set of
charges DFT or GROMOS when bond distance con-
straints are used. Secondly, adopting the DFT set of
charges, we present the effects of different simulations
where the systematic removal of two Cu–ligand con-
straints is performed. In one case the removal of the axial
ligand constraints (Gly45 and Met121), whose interac-
tions with the metal are supposed to be wholly or partly
Coulombic in character, [19] is considered. Then the
removal of the Cu–OGly45 bond distance constraint is
coupled to either Cu–NHis46 or Cu–NHis117, according to
recent experimental studies suggesting that Met121 is still
bound to the Cu ion in the unfolded state of azurin,
whereas one of the two His ligands, [15] possibly His46,
[20, 21] may be lost.

The results show that using the two different set of
charges does not lead to any relevant effect on the active
site geometry, as long as bond distance constraints are
used for the five ligand atoms. The removal of the
constraints on the two axial ligands is sufficient to
maintain Gly45 in the proper geometry within the 5-ns
simulation time, but the coordination between Cu–SMet121
is lost. Bond distance constraints are mandatory to
preserve the His117 ligand, and the Cu–OGly45/Cu–NHis46
distances are also difficult to be simultaneously main-
tained by using purely electrostatic interactions.

Computational methods

Simulations were performed using the GROMACS pack-
age [22, 23] with the GROMOS96 force field 43A1, [24]
which employs a united-atom model with hydrogens on
aliphatic carbons subsumed in an increased van der Waals
radius of C atoms. The starting structure of the protein
was modeled from the 4AZU entry of the Protein Data
Bank, [25] containing the X-ray coordinates of Pseudo-
monas aeruginosa azurin resolved at 0.19 nm in a
tetramer unit. [26, 27] Only one monomer was consid-
ered, together with 80 related crystallization waters. The
protonation state of the protein was adjusted in order to
mimic a pH value of 7.0. All Lys residues were positively
charged, and His residues were modeled as neutral by
protonating the Ne2 atom. In the active site, for the

Fig. 1 Standard ribbon representation of azurin: active site is on
top and the a-helix on the right (with N-terminus on bottom and C-
terminus on top). Active site atoms are explicitly shown, including
the copper ion (in violet)
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Cys112 ligand residue the deprotonated model was used.
No angle and dihedral restraints were used for the Cu ion,
and bond lengths with the ligand atoms were fixed at their
crystal values [27] when constraints were employed. The
simulations were carried out in a periodic box with a
rhombic dodecahedron shape. The system formed by the
protein and the crystallization waters was placed at a
minimum distance of 0.8 nm with respect to the box walls
and additionally hydrated. The box volume was
184.19 nm3 and the resulting number of solvent molecules
was 5,441, corresponding to 6.8 g water/g protein. All the
water molecules were represented with the simple point
charge (SPC) model. [28]

For the evaluation of the nonbonded interactions, a
twin range cutoff of 8.0 and 1.4 nm was used, with an
update of the neighbors pair list every five steps. The time
step for the simulations was 2 fs. The LINCS [29] and
SETTLE [30] algorithms were used to constrain, respec-
tively, the bond distances in the protein and the bond
distances and angles in the water molecules. To keep the
system at constant temperature a Berendsen thermostat
was applied, [31] using a coupling time of 0.1 ps.
Constant pressure was maintained by coupling to an
external bath with a reference value of 105 Pa, with a
coupling time of 1.0 ps and an isothermal compressibility
of 4.6�10�10 Pa�1. [31] The system was relaxed by 80
steps of steepest descent minimization, using a force
constant of 1,000 kJ mol�1 nm�2 to restrain the position of
the protein atoms in the crystallographic configuration.
Initial atomic velocities were assigned from a Maxwellian
distribution corresponding to a starting temperature of
250 K. Simulated annealing was performed for 50 ps to
gradually increase the temperature up to the final value of
300 K. Simulations were performed for 5 ns, saving the
trajectory data every 0.2 ps.

Results and discussion

Five different MDS of 5 ns were performed to investigate
the consequences of the modification of the charge
distribution in the active site due to the presence of the Cu
ion, and of a constrained or unconstrained modeling of the
Cu–ligand bond interactions. In the first two simulations
the effects of using two different sets of charges
(GROMOS and DFT) were compared in the presence of
bond distance constraints on all of the five ligands. In the
subsequent three MDS, the DFT charge set was always
employed and two Cu–ligand distances were left uncon-
strained. The Cu–OGly45 interaction, which is essentially
Coulombic, [10] was left unconstrained in these three
MDS and the Cu–SCys112 bond, which on the contrary
shows a highly covalent character, [10] was modeled by
using a distance constraint. Results are discussed sepa-
rately, according to the following scheme:

Using distance constraints on all the five ligands:

– Comparison between set of charges GROMOS and
DFT

Using the DFT set of charges:

– Electrostatic modeling of Cu–OGly45/Cu–SMet121 inter-
actions (constraints on Cu–NHis46/Cu–SCys112/Cu–
NHis117)

– Electrostatic modeling of Cu–OGly45/Cu–NHis117 (con-
straints on Cu–NHis46/Cu–SCys112/Cu–SMet121) and Cu–
OGly45/Cu–NHis46 (constraints on Cu–SCys112/Cu–
NHis117/Cu–SMet121) interactions

Comparison between set of charges GROMOS and DFT

The sets of charges used in the first two simulations are
reported in Table 1. In the first set of values, named
GROMOS, atomic charge values correspond to the apo
form of the protein at neutral pH, accordingly to the

Table 1 Charge values for azurin active site according to GRO-
MOS (GROMOS96 force field 43A1) [24] and DFT [16, 18] sets.
All the charges are in e units

Atom name GROMOS set DFT set

Gly45

C 0.00 +0.41
O �0.38 �0.50
Ca +0.38 +0.13

His46

N +0.28 �0.69
H �0.28 +0.34
Ca 0.00 +0.38
Cb 0.00 +0.11
Cg +0.13 +0.06
Nd1 �0.58 �0.41
Cd2 0.00 +0.05
Ce1 +0.26 +0.36
Ne2 0.00 �0.52
He2 +0.19 +0.42

Cys112a

Ca 0.00 +0.02
Cb �0.10 +0.04
Sg �0.40 �0.60

His117

Ca 0.00 �0.03
Cb 0.00 +0.18
Cg +0.13 +0.04
Nd1 �0.58 �0.39
Cd2 0.00 +0.05
Ce1 +0.26 +0.40
Ne2 0.00 �0.51
He2 +0.19 +0.40

Met121

Ca 0.00 �0.02
Cb 0.00 +0.12
Cg 0.00 +0.07
Sd 0.00 �0.26
Ce 0.00 +0.13

Cu

+0.50b +0.21

a CYS residue in GROMOS96 force field 43A1, [24] deprotonated,
total charge �0.5
b Assigned to obtain a global null net charge for the active site
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GROMOS96 force field 43A1. [24] In particular, for the
Cys112 Cu–ligand the standard model of the GROMOS
force field of deprotonated cysteine is used, which assigns
a �0.50e charge to the overall residue. This charge is
compensated by the +0.50e charge assigned to the Cu ion.
All the other ligand residues are neutral on the whole, the
His46 and His117 being both protonated at Ne2. The other
set of charges, named DFT, was modeled on the basis of
the Density Functional Theory calculations of Swart et al.
[16] The charge distribution was obtained for active site
structures that were taken from crystal structures of wild
type Pseudomonas aeruginosa azurin, where hydrogen
atoms were added where appropriate and only their
positions were optimized. The complete side chain (the
main chain for Gly45) and the Ca of the ligand residues
were taken into account in these calculations, leading to a
total of 61 atoms; further details will be published
elsewhere. [18] The charge of the Cu ion is lowered in
this case to +0.21e, and charge values of all the side chain
atoms of the ligand residues are different with respect to
the GROMOS set. Bond distances between the Cu ion and
the five ligand atoms were constrained in both the
simulations.

The geometry of the active site of azurin is negligibly
altered with respect to the starting configuration, inde-
pendently of the charge set used. Differences in the
dynamic behavior of the protein are detected by calcu-
lating the root mean square fluctuations (RMSF) of the
atomic positions of the backbone, after removing the
rototranslation of the molecule by means of a mass-
weighted least-squares algorithm superimposing the Ca

atoms onto the reference configuration. Fluctuations are
calculated for both the simulations in the time interval 2–
5 ns, after 2 ns of equilibration of the protein structure.
The RMSF of the main chain (N–Ca–CO) atoms are
reported in Fig. 2 for MDS using the GROMOS (red line)
and DFT (black line) set of charges, together with the
same value derived from the B-factors of the crystallo-
graphic structure (blue line) of wild type azurin. [27] The
RMSF are quantitatively and qualitatively similar in the
two simulations. Significant differences are only found in
correspondence with His117, which is one of the Cu
ligand residues, and with the N-terminus of the unique a-
helix of azurin (Fig. 1). In the first case, the different
behavior is a direct consequence of the set of charges
used. In the latter case, on the contrary, the consequences
of altering the charge distribution are indirectly reflected
on a region far away from the active site. Whether or not a
stabilizing effect could be due to electrostatic interactions
related to the presence of the helix dipole is questionable.
[32, 33] However, the results obtained using the DFT set
of charges in this case (and also for His117) are in a better
agreement with the corresponding crystallographic RMSF
value. More generally, a good agreement is found
between simulated and experimental fluctuations
(Fig. 2). Relevant flexibility in both the Lys74–Asp77
and Lys103–Glu106 turns, showing the highest simulated
values, is also reported in NMR investigation of wild type
azurin in solution. [34]

Comparative runs performed with the GROMOS and
DFT charge sets at lower hydration (minimum distance of
the system from the box of 0.7 nm, resulting in 4,880
solvent molecules) confirmed the general behavior dis-
cussed above, indicating that the differences observed
should be attributed to the charge distribution in the active
site.

Electrostatic modeling
of Cu–OGly45/Cu–SMet121 interactions

The hypothesis of a wholly Coulombic modeling of the
interactions between the Cu ion and the two axial ligands
was tested by eliminating the bond constraints between
both Cu–OGly45 and Cu–SMet121. It should be noted that the
electrostatic interaction energy between Cu–OGly45 is
even lower using the DFT set of charges than using the
GROMOS one. In fact, although the OGly45 is more
charged (�0.50e), the Cu ion has a lower value (+0.21e).
On the other hand, all the atoms in the side chain of Met
are considered neutral in the 43A1 force field, [24]
whereas in the DFT set values up to �0.26e for SMet121 are
present. Therefore, electrostatic interactions exist between
the Cu ion and the Met121 side chain.

The distances between Cu–OGly45 and Cu–SMet121 as a
function of time are both reported in Fig. 3. The Gly45
residue maintains a correct geometry, and the Cu–OGly45
distance could be sufficient to consider the ligand
coordination preserved. In fact, a value of 0.33€0.03 nm
is found, the error on the average value being the standard
deviation. Fluctuations are a consequence of the dynamics
of the protein, and the simulated distance is consistent
with the experimental value of 0.302€0.008 nm for the
reduced state of wild type azurin (all the experimental
values are obtained averaging over the four monomers in
the X-ray unit). [27] In contrast, the distance between Cu

Fig. 2 Positional root mean square fluctuations (RMSF) plotted
versus main chain atoms (N–Ca–CO) calculated from the simulated
structure averaged over the 2–5-ns time interval, using the DFT [16,
18] (black line) and GROMOS [24] (red line) charge sets. The same
values obtained from the crystallographic B-factors [27] (blue line)
are reported. Secondary structure elements are also shown
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and SMet121 is higher than the experimental value,
0.325€0.007 nm. For most of the time electrostatic
interactions are sufficient to preserve a correct distance,
but in some intervals the dynamics of the Met residue
prevails, leading to values around 0.5 nm. In particular, as
we show in the inset in Fig. 3, fluctuations of the distance
value are mainly due to rotations around the c angles in
the Met side chain rather than to mobility of the main
chain. The length of the Cu–SMet bond is suggested to
significantly affect the reduction potential within the blue
copper proteins family. [35, 36, 37] This hypothesis,
which supports the entatic state or induced-rack theory,
[38, 39, 40] has been recently challenged by Ryde and
coworkers on the basis of quantum chemical calculations.
[41, 42, 43] The result obtained in our simulation shows a
better agreement with the latter point of view, which
excludes a high protein strain exerted by the Cu ion on the
Met121 residue. In the absence of a distance constraint,
the flexible nature of the coordination between Cu–
SMet121 becomes evident when observed over the 5 ns time
scale. In fact, the Met side chain returns spontaneously
and for relatively long periods to its starting position
(Fig. 3). This is in agreement with the results obtained by
quantum chemical calculations for both azurin [44] and
plastocyanin, [9] another member of the cupredoxin
family, whose Cu–SMet bonds are described as floppy. A
flat potential energy surface for the Met121 residue in
azurin is also found in DFT calculations by Swart et al.
[18, 45] monitoring the energy needed to move this ligand
away from the Cu.

Electrostatic modeling of Cu–OGly45/Cu–NHis117
and Cu–OGly45/Cu–NHis46 interactions

The possibility that in the unfolded state covalent bonds
are present in azurin between the Cu ion and the two S
ligands plus only one of the two NHis has recently been
suggested by experimental studies. [15] For this reason,
two MDS were performed eliminating the bond distance
constraints between Cu–OGly45 and Cu–NHis117 in one
case, and those between Cu–OGly45 and Cu–NHis46 in the
other.

In the first simulation, the distances between Cu–
OGly45 and Cu–NHis117 as a function of time are reported in
Fig. 4. Both the curves rapidly reach a relatively stable
value, 0.35€0.04 and 0.45€0.04 nm respectively. Elec-
trostatic interactions are sufficient to maintain the Cu–
OGly45 at a distance that, though higher than in the
previous simulation, nevertheless remains within the
bounds set by the crystallographic value and the exper-
imental uncertainty associated with it. [27] In contrast, the
Cu–NHis117 distance of 0.45€0.04 nm is much higher than
the experimental value, 0.210€0.009 nm. As a conse-
quence, the correct Cu–NHis117 distance in the active site
modeling of azurin in MDS might probably not be
achieved without using a distance constraint. Modeling by
means of a covalent bond is in complete agreement with
the experimental data, pointing out that coordination
between the Cu ion and the His117 residue is very strong,
and most likely conserved even in the unfolded state of
azurin. [20, 21]

The Cu–ligand distances obtained in the last simula-
tion, when the distances between Cu–OGly45 and Cu–
NHis46 are both unconstrained, are reported in Fig. 5.
Several hundred picoseconds are necessary to reach a
dynamic equilibrium. Both the distances, 0.37€0.05 nm
for Cu–OGly45 and 0.34€0.05 nm for Cu–NHis46, are higher
than the crystallographic values, 0.302€0.008 and
0.213€0.009 nm respectively. [27] However, when com-
pared with the previous simulation results, qualitative

Fig. 3 Distance between Cu–OGly45 (red line) and Cu–SMet121
(black line), as a function of simulation time (sampling time is
20 ps). In the inset, stick representation of azurin active site at
different simulation times: starting position (red), and after 1,300 ps
(yellow), 2,060 ps (green) and 3,160 ps (blue), the latter three
corresponding to local maxima of the Cu–SMet121 simulated
distance

Fig. 4 Distance between Cu–OGly45 (red line) and between Cu–
NHis117 (blue line), as a function of simulation time (sampling time
is 20 ps)
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behavior is correctly obtained in this case, the Cu–NHis46
distance being lower than the Cu–OGly45 one. In addition,
it should be remarked that the dynamics of Gly45 and
His46 are highly correlated, the two residues being
consecutive in the protein sequence. Therefore, an ad hoc
tuning of the atomic charge values could be sufficient to
adjust the position of both the residues in MDS simul-
taneously according to the experiments. In this case,
avoiding bond distance constraints could constitute a
better modeling for the azurin active site to be used in
MDS of the (un)folding process. In fact, experimental
data suggest that the Cu–NHis46 bond is weaker than the
similar Cu–NHis117 one, being lost in the unfolded state of
azurin. [20, 21]

Conclusions

An accurate modeling of the active site is necessary to
describe metal proteins correctly. Metal ions show a high
degree of structural variability in the coordination, so that
an ad hoc parameterization is generally necessary.
Furthermore, the presence of the protein matrix should
be considered, so that simulations at the atomic level and
on a nanosecond time scale are required to take into
account the overall dynamics of the macromolecule.

In this work, an ionic model for the Cu+–ligand
interactions was employed to study the active site of
reduced azurin in MDS. Electrostatic modeling avoids the
necessity to define bond stretching, angle bending and
dihedral interactions involving the Cu ion, and allows the
dissociation of the Cu–ligand bonds under unfolding
conditions.

The results show that using a set of charges for the
metal ligand residues that takes the presence of the Cu ion
into account, if bond distance constraints are used, does
not lead to a relevant effect on the geometry of the active

site of the protein. On the other hand, when distance
constraints are removed, differences are found between
the coordination of Cu ion with the two axial ligands,
Gly45 and Met121. Furthermore, a different behavior is
registered between the two apparently equivalent ligands
His46 and His117. These findings could be of interest in
designing a model for the active site of azurin for MDS
under unfolding conditions.
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